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About the Policing Project 
 
The Policing Project at New York University School of Law 
partners with communities, policymakers, police, and technology 
companies across the country to bring democratic accountability 
to policing so that it better matches American ideals and 
community needs. Our work is intended to help center a 
community-driven vision for public safety, one that is equitable, 
non-discriminatory and respectful of public values. 
 
For more information, visit www.PolicingProject.org.  
 
This report was written by Policing Project Founder and Faculty 
Director Barry Friedman, Executive Director Farhang Heydari, 
Staff Attorney Max Isaacs, and Policing Fellow Julian Clark.  



 

 

Table of Contents 
 
Executive Summary         1 

About This Audit         3 

Summary of Key Concerns & Changes by Ring    7 

I. Ring’s Products and Services       12 

II. Benefits & Harms         23 

Potential Benefits        24 

Potential Harms         26 

Overreliance on Policing       26 

Bias          29 

Transparency        31 

Lateral Surveillance and Democratic Governance   33 

The Coerciveness of Police Requests for Video   34 

Surveillance of First Amendment Activity    35 

Invasion of Privacy        36 

Risks of Self-Surveillance       38 

Data Integrity & Evidentiary Risks     39 

III. Regulation of Police Use of Lateral Surveillance    41 

IV. Summary of Ring’s Changes During This Audit    46 

Endnotes           52 



 

 

 
 

1 
 

Ring Neighbors & NPSS: A Civil Rights & Civil Liberties Audit 

I.   Executive Summary 
 

Ring is one of the nation’s largest home security companies, best known for its smart 
video doorbell. Tens of millions of U.S. households own a smart doorbell sold by Ring 
or one of its competitors. Consumer spending on home security is expected to grow 
to nearly $10 billion by 2023. Because Ring and other companies in the private 
security market facilitate sharing of surveillance information with the police, the 
growth of this market has and will continue to have a profound impact on how 
communities are policed. 
 
Ring also offers a free app called “Neighbors” and an analog exclusively for public 
safety agencies called “Neighbors Public Safety Service” (NPSS). Members of the public 
— whether they own a Ring doorbell or not — can use Neighbors to share information 
about local crime and safety issues with others in their neighborhood, and to receive 
information from local public safety agencies. Neighbors has more than 10 million 
monthly active users across the country. At present, there are approximately 2000 
policing agencies and 400 fire departments on NPSS.  
 
Police and other public safety agencies use NPSS to share crime and safety information 
with their communities through Neighbors. Importantly, police also use the “Request 
for Assistance” (“RFA”) feature of NPSS to request information, including videos, from 
users within a specific geographic area. RFAs make it easier for police to solicit such 
information from the public to use in their investigations.  
 
We undertook this audit to examine how Ring allows policing agencies to use its 
products and services—with a particular focus on NPSS. The purpose of the audit was 
to provide an objective accounting of how Ring’s products and services operate, to 
assess the possible civil rights, civil liberties, and racial justice harms that arise when a 
company facilitates the sharing of private surveillance information with the police, and 
to encourage changes within Ring that can mitigate any harms we identified. During 
the audit, Ring gave us access to information about NPSS that to this point has never 
been disclosed publicly, such as the amount of video accessed by police via NPSS and 
the types of crimes police use NPSS to investigate. 
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We considered several potential risks or harms that could follow from the relationship 
between Ring and policing. These include, among others, the possibility that Ring’s 
services could increase overreliance on policing, engender bias, or impede 
democratic governance of police. We discuss these and others at length in Part II. 
 
In response to the risks and harms we identified, Ring has implemented over one 
hundred changes to its policies and practices. We enumerate key changes in Part IV. 
Among the more notable are that: 

§ Ring now displays publicly every police request for information via NPSS, 
known as a Request for Assistance. In addition, Ring has created public 
profiles for every agency on NPSS and displays the full text of these RFAs on 
the agencies’ profiles. 

§ Ring now is recruiting non-police government agencies onto NPSS with a 
specific emphasis on community safety and non-police response. At present, 
Ring is recruiting fire departments onto NPSS. Ring has ceased actively 
recruiting policing agencies to NPSS. 

§ Ring has committed not to onboard immigration and federal law 
enforcement agencies, because these agencies are not democratically 
accountable to their local communities. 

§ Ring has implemented design and moderation changes to fight bias, such as 
restricting the types of content that can be posted to Neighbors and creating 
procedures to suspend or ban users with a history of posting problematic 
content.  
 

Although this audit is directed to Ring, one of our central conclusions is that it is time 
policymakers pay attention to and regulate the ways that policing agencies rely on 
commercialized private surveillance. Ring is one part of a growing, largely unregulated, 
market for “lateral surveillance” — private individuals surveilling one another. Police 
increasingly are leveraging privately-owned surveillance devices, from internet-
connected cameras to automated license plate readers. Lateral surveillance may at 
times have security benefits, but it also has real costs, as this Report endeavors to make 
clear. In Part III, we indicate what regulation of lateral surveillance should look like.   
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I.   About This Audit 
 
 
From the popular media to the halls of Congress, Ring’s products and its 
relationships with policing agencies have attracted considerable controversy and 
public scrutiny. In early 2020, Ring approached our organization, the Policing 
Project, to conduct an evaluation of the racial justice, civil rights, and civil liberties 
implications of Neighbors and NPSS as they relate to policing. We agreed, on the 
conditions set out below.  
 
In this Part, we explain why we conduct these audits and why we agreed to audit 
Ring; then, we describe the process and conditions of our audit of Ring. 
 
 

Why Conduct Technology Audits? 
 
 
Much of the Policing Project’s work focuses on policing technologies, from body-worn 
cameras to facial recognition. These technologies have the potential to make 
communities safer. Yet they also can threaten values we hold dear — around privacy, 
racial justice, democratic governance, and much more. Because of the potential harms, 
our view is that no policing technologies should be used for surveillance absent a 
democratically-accountable legislative framework. Unfortunately, this sort of 
democratic accountability around policing technologies is all too rare. It is for that 
reason that we conduct audits of technology companies. 
 
Our audits should not be taken as an endorsement of any sort. Our reports are not a 
seal of approval. Rather, the audits have two overarching goals: 
 
First, our audits seek to make policing technologies more transparent. Transparency 
is the foundation of democratic governance, and its absence in many areas of policing 
stands in the way of public awareness that might motivate substantive regulation. Our 
audits involve extensive factual research into how policing technologies are designed 
and used, and culminate in public reports which give communities and policymakers 
the information they need to make informed decisions. Our report on Baltimore’s 
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Aerial Investigation Research (AIR) Program, for example, provided information in 
litigation over the program that otherwise was not public.1 

 
Second, our audits seek to influence vendors to design their products in a way that 
reduces civil rights and civil liberties harms. This applies not just for the immediate 
company being audited, but for any other vendors in that space. Nudging these 
companies can impact the entire country and can have a dramatic impact on police 
surveillance. For example, the Axon AI Ethics Board, which the Policing Project staffs, 
convinced Axon not to put facial recognition technology on its body-worn cameras out 
of concerns regarding racial disparities in the algorithm.2 
 
 

The Policing Project Audit Process with Ring 
 
 
When Ring approached us about conducting an audit, offering unconditional and 
unfettered access, we understood that Ring had its motives. But in pursuing them, Ring 
opened itself up to our evaluation, without any real control over its outcome. We saw 
this as a rare opportunity to learn about and influence a company with considerable 
reach — over 10 million monthly users on Neighbors, over 2000 policing agencies on 
NPSS sending about 2000 RFAs a month. We also hoped to gain insight into how 
society should deal with the increasing challenge of “co-veillance” or “lateral 
surveillance:” private individuals surveilling one another, and often reporting what they 
learn to the police. 
 
Our engagement with Ring proceeded in five stages. 
 
Stage 1 – Defining the Scope of the Audit 
Consistent with the Policing Project’s mission, we agreed to focus on racial justice, civil 
rights, civil liberties, and democratic accountability issues relating to law enforcement’s 
use of Neighbors and Neighbors Public Safety Service and Ring’s practices regarding 
law enforcement requests for information. The scope of this audit necessarily meant 
we omitted certain issues that might be of importance to the average consumer, such 
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as a review of Ring’s products themselves and data security.A  
 
Stage 2 – Information Gathering 

By March 2020, we had begun the lengthy process of understanding the details of 
Neighbors and NPSS, as well as Ring’s internal policies and operations. Given 
pandemic-related travel restrictions, we conducted this audit remotely. Over the 
course of this phase, Ring shared hundreds of pages of internal documents, including 
three full months of video requests. We also conducted dozens of employee interviews 
at various levels, including Ring’s president, its general counsel, the general manager 
of Neighbors, and many others.  
 
Stage 3 – Recommendations 

We next presented Ring with a detailed set of recommendations on how to improve its 
operations and technology from a civil rights, civil liberties, racial justice, and 
democratic accountability perspective. We solicited feedback from Ring on the 
aptness and feasibility of these recommendations but retained ultimate discretion as 
to their content.  
 
Stage 4 – Implementation 

Ring then embarked on the complex task of implementing our recommendations. We 
 

A Although our audit required understanding Ring’s devices, the focus of our efforts was on law 
enforcement’s use of Ring services and data, not the devices themselves. This means that we did not 
conduct any deep dive into how the devices operate. Nor did we study certain new products that Ring 
announced during this audit, such as in-home security-camera drones and vehicle dash cams. We have, 
however, encouraged Ring to think through its policies and ensure that it approaches each new product 
with the thought that has gone into its responses to this audit. 

Our audit also does not address data security issues, including those policies and practices meant to 
protect a customer’s digital information from unauthorized access. In the case of smart-home products, 
data security issues include unauthorized access to stored videos and live video feeds. Ring has faced 
significant public criticism for its data security practices. See, e.g., Neil Vigdor, Somebody’s Watching: 
Hackers Breach Ring Home Security Cameras, N.Y. TIMES (Dec. 15, 2019), 
https://www.nytimes.com/2019/12/15/us/Hacked-ring-home-security-cameras.html; Zack Whittaker, 
Amazon’s Ring Neighbors App Exposed Users’ Precise Locations and Home Addresses, TECHCRUNCH 
(Jan. 14, 2021), https://techcrunch.com/2021/01/14/ring-neighbors-exposed-locations-addresses. 
Over time, Ring has taken steps to improve its practices, such as requiring two-factor authentication and 
implementing end-to-end encryption. We did not assess whether such steps are adequate and express 
no view on the matter. Simply put, these issues were not within the scope of our audit. 
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provided assistance throughout this process, answering questions and providing 
additional guidance when issues arose. We estimate this part of the process took 
thousands of hours of Ring personnel time, from executives to software engineers. 
 
Stage 5 – Public Report 

Finally, we drafted this public-facing report. As with every other stage of the audit, the 
Policing Project retained final control over the substance and contents of this report. 
At our request, Ring reviewed the report for factual errors and gave substantive 
feedback. 
 
We agreed at the outset that that we would accept $25,000 to partially defray the costs 
of the audit. During the course of the engagement, however, we decided to donate 
the full amount to a non-profit charitable organization. 
 
 

Confidentiality & Transparency 
 
At the outset, Ring agreed that we would be free to publish a report summarizing our 
findings. To facilitate a free exchange of information from the company, we agreed to 
a limited Confidentiality Agreement that allowed Ring to share confidential information 
with us to aid in our audit, but that we would not publish in our final report. With this 
agreement in place, Ring has been quite transparent in providing us with information 
throughout this audit process. 
 
Although we made our recommendations based on our full understanding of the facts, 
in rare instances, we have disagreed with Ring’s assessment about what information 
should remain confidential. To be clear, Ring is under no legal obligation to publish 
this data. Companies closely guard much of their internal data out of competitive 
concerns. Still, as we explain through this report, we believe companies that operate 
in the policing and public safety space have a distinct obligation to be transparent. 
Many of the changes that Ring has made in response to this audit exhibit just this sort 
of transparency.   
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I.   Summary of Key Concerns & Changes by Ring 
 
 
Ring is a private company selling products to private individuals, but it positions 
itself as a neighborhood safety company. By doing so, Ring obligates itself to 
consider the wider impact of its products and services on the neighborhoods and 
communities it endeavors to keep safe. In this regard, Ring, and all companies in 
this space making similar claims, should make decisions based on an 
understanding that the community itself — the inhabitants, and not the police — is 
the ultimate customer. 
 
At times in its evolution as a company, Ring marketed in partnership with policing 
agencies in ways that may have seemed to elevate law enforcement’s needs above 
other concerns. To the extent that was true, it was upside-down, and Ring has — both 
before our audit and in response to it — made many changes to the way it does business 
to address this. Recognizing the community as the customer means being responsive 
not only to the concerns of device owners and law enforcement, but to the concerns of 
those people who are impacted by the choices of those who have Ring devices or use 
Neighbors or NPSS. 
 
A community-centered approach also means proactively addressing civil rights and 
civil liberties issues, whether they impact the device owner or communities at large. 
Part II includes a full discussion of potential civil rights, civil liberties, and racial justice 
issues arising out of police use of Ring device data, Neighbors, and NPSS. We discuss 
a number of concerns that are present with many surveillance tools, public or private, 
including potential invasions of privacy (including the risk of self-surveillance), 
surveillance of First Amendment activities, coercion, the risk of self-surveillance, and 
data integrity and evidentiary risk. 
 
As a preview, in this Part, we briefly discuss four primary risks: (1) Overreliance on 
Policing, (2) Bias, (3) Transparency, and (4) Democratic Governance. We summarize 
the nature of our concern, the changes made by Ring to mitigate those risks, and issues 
that remain unmitigated. For our full accounting, the reader must turn to Part II.  
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Over-Policing 

Police have become society’s de facto responders to a broad swath of social problems, 
from drug addiction to homelessness. But given their authority to make arrests and use 
force, there are inherent risks every time police become involved. These risks may be 
justified in addressing more serious offenses, but in lesser situations, even if behavior 
technically is “criminal,” a police response may do more harm than good. 

Our audit explored whether Ring contributes to overpolicing of low-level offenses. We 
found that with regard to police requests for video, the most common crimes were 
thefts from vehicles (25%), shootings (16%), and thefts from homes (11%). A relatively 
small number of requests pertain to minor offenses such as vandalism (4%). There also 
were a significant number of video requests where the underlying crime was unclear 
(15%) — a problem that Ring has corrected during this audit. 

The story was somewhat different with regard to the offenses Neighbors users posted 
about, and thus potentially bring to the attention of the police. Neighbors users 
sometimes post about issues such as graffiti, public urination, drug use, vandalism, and 
public intoxication. We have no data showing how police are using Neighbors. Only 
police themselves have this data, and no agency we are aware of collects or publishes 
this information.  

Ring alone cannot correct our national problem of overreliance on police, but it has 
made important commitments. During this audit, Ring redefined its post categories to 
prohibit posts about certain low-level criminal activity that does not pose a threat to 
safety and property and prohibiting certain posts regarding conduct that may have 
innocent explanations. Ring also has committed to invest resources in identifying and 
onboarding local government agencies other than police, with a specific emphasis on 
holistic community safety. Currently, Ring is recruiting fire departments to join the 
platform and says that it will expand its outreach to other agencies in the future (e.g., 
mental health services, homeless outreach). Time will tell. 
 
Bias 

Policing disproportionately affects certain communities in this country, in particular, 
Black and brown communities. This occurs for systemic reasons, but also because of 
individual implicit, and even explicit, bias. Although Ring has implemented safeguards 
that many social platforms have not—like human moderation of all original posts—bias 
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still is a concern.  

In response to this audit, Ring has implemented important design and moderation 
changes to further minimize such harms, such as eliminating post categories that create 
greater opportunities for racial profiling, and implementing procedures to suspend or 
ban Neighbors users with a history of posting problematic content. We also 
encouraged Ring to do more by engaging with outside experts in content moderation, 
which Ring continues to do.  

These guardrails are important, but they are not a panacea. The very nature of implicit 
bias makes it difficult to address through content moderation. A post may not evidence 
racial prejudice; yet racial bias may be a reason why the poster identified the conduct 
as worth reporting. We should not fool ourselves into thinking that profiling and 
prejudice can be eradicated from social media platforms.  

 
Transparency 

At the outset, we identified the lack of transparency around police use of NPSS as a key 
problem. There was a time, for example, when Ring did not even publish the number 
of law enforcement agencies on NPSS. 

Ring has done much to address our concerns. It has become much more transparent 
around its internal policies. And it has taken significant steps to bring more 
transparency to how policing agencies use its platform. Ring created public profiles for 
every agency on NPSS. It now requires all police requests for video to occur via public 
posts (RFAs). And it includes the full text of every RFA that an agency makes on the 
agency’s profile.  

 
Democratic Accountability 

Our core principle is that the public — and not the police — should decide how policing 
occurs. That occurs too seldom today because legislators largely have abdicated their 
role. The problem is particularly acute with regard to lateral surveillance technologies, 
which can enable law enforcement agencies to leverage a network of surveillance 
devices that police would not be able to create on their own. Absent legislative 
regulation, police reliance on lateral surveillance can further insulate police from 
democratic checks.  
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In response to this issue, Ring agreed to exclude private security companies, 
immigration enforcement agencies, and federal law enforcement from NPSS because 
these entities and agencies are not democratically accountable to their local 
communities. 

 
Advocating for democratic accountability requires understanding the precise nature 
of the technology at issue and its impact. Although lateral surveillance can facilitate 
continuous, bulk transfer of data from private devices to police, the data we obtained 
from Ring suggests that not to be the case with NPSS. In 2021, year to date, the nearly 
2000 policing agencies on NPSS downloaded less than 100 total hours of the videos 
shared with them by members of the public. At 45 seconds per video, this would come 
out to fewer than 8000 video clips downloaded by police. To put this figure in 
perspective, the agencies on NPSS sent out over 20,000 requests during this same 
period. To be clear, members of the public shared many more videos with the police 
via NPSS—this is a number Ring would not allow us to publish. Police can view these 
videos within NPSS, but if the videos are not downloaded within 30 days—as the vast 
majority have not been—they are deleted and unrecoverable. 

 
Of course, just because police do not use Ring footage for continuous surveillance 
does not mean the videos they download have no impact. A single video frame can 
indicate a person or vehicle of interest. Police then might use their own facial 
recognition or license plate reader software to identify a suspect. We have no data on 
these possibilities, but these are precisely the sorts of questions that democratically-
accountable representatives should be asking of the police, and regulating if 
appropriate — an issue we discuss in detail in Part III. 
 
Which brings us to a final critical point.  
 
Citizen-on-citizen surveillance is nothing new, but emerging technologies have 
transformed our ability to surveil our surroundings and one another. There is now a 
burgeoning market for these products— from cell phone cameras to drones to license 
plate readers. There are hundreds of millions of privately-owned surveillance devices 
in use across the country. And much of this private surveillance can become available 
to the police. 
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Conducting this audit has sharpened our conviction that it is past time for policymakers 
to pay attention to and regulate the ways in which law enforcement relies on, and gains 
access to, private surveillance. As our nation grapples with the proper role and scope 
of policing, the role of lateral surveillance in achieving public safety must be part of the 
conversation.  
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I.   Ring’s Products and Services 
 

This Part describes Ring’s devices and services, with particular attention to those 
that have the greatest impact on policing. In the course of describing Ring products, 
we also touch on key changes Ring made during this audit. 

 

A.  Ring’s Devices, Including its Video Doorbell 
 
Founded in 2014, Ring is a home security company that offers various “smart” (internet 
connected) security products and services. Ring’s devices are part of the growing smart 
home-security industry. By 2023, consumer spending in the smart home-security 
market is expected to grow to nearly $10 billion.3 Ring alone has well over 10 million 
device users. 
 
Ring’s flagship product is a smart video doorbell. The doorbell comes equipped with 
a high-definition camera, motion sensors, a microphone, and a speaker for two-way 
audio communication. Ring device owners set up, manage, and operate their devices 
via the free Ring App. When the doorbell is rung or the camera detects motion, the 
device owner receives a real-time notification, and can see, hear, and speak to anyone 
at the door directly from their smartphone. Many Ring products can detect motion from 
up to thirty feet away; certain devices allow users to customize this sensitivity by 
creating geometric “motion zones,” within which any detected activity will trigger 
recording. Doorbell owners also can set their doorbell to take a photograph at certain 
set intervals, from every 30 seconds to one hour, even without any detected motion. 
Most Ring devices (and all devices the company currently sells) have Privacy Zones, a 
feature that allows customers to block recording of areas they do not want to film. Users 
also can turn audio recording on or off. 
 
In addition to video doorbells, Ring sells a full complement of other smart-security 
products meant to support and interact with one another. For example, Ring sells 
cameras for both indoor and outdoor use, and smart lights that turn on when the 
cameras detect motion. Ring also offers an alarm system that can alert the owner when 
triggered; for an additional fee, customers can purchase professional monitoring 
services to receive alerts and contact emergency services if necessary. The company 

I. 
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also offers items such as solar panels, battery packs, and transformers to power its 
products. More recently, Ring announced an in-home security-camera drone and 
devices for cars, including a dash cam and car alarm.4 
 
Ring’s video-enabled products come with the option for the owner to purchase a 
storage plan that gives the user the ability to review, share, and save videos. Without a 
storage plan, videos are not retained for any length of time, though a user still can view 
the live stream. With a storage plan, users have access to videos for up to 60 days.5 
During this audit, Ring gave device owners the option to reduce the duration of storage 
(and to encrypt their videos end-to-end). Once the retention period for a video elapses, 
the video is deleted permanently from Ring’s servers and is not recoverable. 
 
Although Ring holds a patent relating to facial recognition technology, the company 
does not currently offer any type of face identification or recognition capabilities, 
including any sort of interface with Amazon’s Rekognition software. Nor has Ring 
disclosed any current plans to add such features. This is in contrast to some of Ring’s 
smart home-security competitors, which already include facial recognition capabilities 
to differentiate between familiar and unfamiliar faces. Ring has taken the following 
public position on facial recognition: “Ring does not use facial recognition technology 
in any of its devices or services, and will neither sell nor offer facial recognition 
technology to law enforcement.”6 
 
 

B.  The Neighbors App 
 
In 2017, Ring launched a U.S.-only social media platform called “Neighbors.” 
Neighbors is available to everyone, not just Ring device owners, and allows members 
of the public and local public safety agencies to communicate about crime and public 
safety issues in their geographic community. When it first was launched, Ring 
described Neighbors as a “Neighborhood Watch for the Digital Age” or “New 
Neighborhood Watch.” Today, the app is branded “Safer Neighborhoods, Together.”  
 
As of September 2020, Neighbors had approximately 10 million monthly active users. 
Ring does not publicize precise figures for competitive reasons. 
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People join Neighbors in one of two ways: First, when a Ring device owner creates a 
Ring account, Neighbors automatically appears in the app. (During this audit, Ring 
provided device owners the ability to opt out of Neighbors entirely.) Second, 
interested individuals without a Ring device can download Neighbors as a standalone 
app for their smartphone. 
 
Upon signing up for Neighbors, each user first must define the “neighborhood” for 
which they want to receive information. The user’s “neighborhood” is an area—up to a 
5-mile radius—around the user’s chosen home location. Neighbors users can receive 
push notifications for alerts in their neighborhood based on their preference. Users can 
control which categories of information they want to see in their feed or for which they 
wish to receive push notifications.  
 
Neighbors users receive crime and safety information about their neighborhood in 
three different ways: First, users see a Timeline—a feed of crime and safety incidents 
posted by anonymized Neighbors users, Ring’s content team, local public safety 
agencies (such as police), and certain trusted national entities (e.g., U.S. Geological 
Survey, National Weather Service, and the Environmental Protection Agency). Ring also 
will send out regional alerts for a limited number of reasons (e.g., Red Cross alerts, 
National Center for Missing and Exploited Children [NCMEC] alerts, natural disaster 
alerts, or when a public safety agency joins NPSS). Second, users see an Incident Map 
of all posts in their Timeline that have a specific location. Finally, users can view a weekly 
“Safety Report”—a report created by Ring that summarizes local crime and safety 
incidents reported to law enforcement in a user’s zip code over the last week.7 
 
 

C.  User Posts on Neighbors and Content Moderation 
 
In addition to receiving crime and safety information, Neighbors users can post 
information to the app.B A user post can contain images or video. Users’ posts are 
added to the neighborhood’s Timeline and Incident Map. In addition to creating 

 
B There was a time when Ring employees commented directly on user posts asking for police case 

numbers or asking whether users had contacted the police. Ring would then, with the user’s consent, 
post ads on Facebook with the user’s photo or video and encourage anyone with information to contact 
police. Ring ended this practice in July 2019 and during our audit committed to not reviving it. 
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original posts, users also can comment on other users’ posts.  
 
§ User Anonymity 

User posts and comments are anonymized in two ways. First, Neighbors users are not 
listed by their name or handle. Instead, they appear as anonymized “Neighbors.” 
Second, the location of a user’s post is not mapped precisely. Neighbors uses a 
geographic obfuscation logic to hide the precise location of a user’s post, while still 
providing the user’s general area. For users in rural areas, where providing even a 
general area might be enough to pinpoint a user’s location, Ring does not map the 
location at all. 
 
Despite these steps, complete anonymization is impossible. First, when individuals 
have Ring doorbells or other devices on their home, these are visible to the public. 
Although somewhat inconspicuous, it often is possible to identify homes with these 
devices (indeed, Ring sells signs and stickers stating that a home is “Protected by 
Ring”). Second, when users post photos or videos captured by their doorbell, that 
image, combined with the general location of the post, often makes it possible, with 
great effort, to identify the precise location. 
 
§ Neighbors Community Guidelines & Content Moderation 

Ring limits the subject matters of posts that are permitted on Neighbors 8.  To enforce 
these limits, Ring moderates all Neighbors content, including human review of all 
Neighbors posts before they go live. 
 
As of December 2, 2021, all original user posts must fall within one of the following 
categories:  
 

• Safety: General environmental awareness and potentially dangerous incidents. 
• Crime: Criminal activity involving theft, damage, illegal entry, or violence. 
• Animals: Missing and found pets. 
• Environmental: Severe weather and local environmental conditions that present 

safety concerns, such as wildfires, floods, or air quality. 
• Community: Community-building moments, events, and acts of kindness. 



 

 

 
 

16 
 

Ring Neighbors & NPSS: A Civil Rights & Civil Liberties Audit 

• “I’m not sure”: Explain what happened with as much detail as possible. 
 

The category names and definitions have evolved over time. Ring eliminated the 
“Stranger” and “Suspicious” categories to address concerns about overcriminalization 
and bias. Some posts that would have fallen into these categories were shifted to other 
categories, such as “Safety”; others are no longer permitted. In 2020, 27% of posts were 
for lost pets, 26% were Safety, and 30% were Crime. As of October 2021, after Ring 
eliminated the “Stranger” and “Suspicious” categories, 43.5% of posts were Safety, 
27.4% were for lost pets, and 20.1% were Crime. As discussed in further detail below, 
Ring made additional changes after consulting outside content moderation experts, 
including prohibiting posts about certain actions that may have innocent explanations, 
such as opening a screen door or mailbox. 
 
Ring moderates all Neighbors content. Posts always are reviewed by a human 
moderator before they go live. Moderators review both the text and any attached 
media, such as videos. Moderators are trained to reject any posts that violate the 
Community Guidelines—for example, because the post does not meet the Neighbors 
definition of Crime or Safety, is abusive, or engages in racial profiling. Comments first 
are evaluated by a machine learning system that automatically approves a comment if 
it has a high confidence that the comment abides by the Community Guidelines—
examples include simple comments such as “great”—and automatically rejects a 
comment if it has a high confidence that the comment violates the Community 
Guidelines—examples include comments with specified words or phrases that 
constitute hate speech, are political in nature, or are prejudicial, inappropriate, rude, 
or violent.C If this system cannot quickly approve or reject the comment, the comment 
is sent to a human moderator in much the same way as original user posts. 
 
Neighbors users also can flag a post or comment as inappropriate or in violation of 
Ring’s Community Guidelines.D 
 

 
C In order to minimize the chance that users will circumvent the auto-moderation system, Ring keeps 

the list of banned terms confidential. 
D If a post is flagged three times, the moderation team will review it again. If a comment is flagged 

once, the moderation team will review it. According to Ring, the most common user flags are 
“unneighborly” (i.e. inappropriate or insulting) and “unhelpful.” These two flags make up a majority of 
total flags.  
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D.  NPSS & Ring’s Relationship with Police 
 
In the past, Ring — through a range of initiatives — worked directly with policing 
agencies and municipal governments, in ways that engendered criticism. In 2018, Ring 
provided the Aurora Police Department with free Ring devices in support of a police 
operation targeting package thefts.9 In May 2015, LAPD and Ring launched a program 
to provide doorbell cameras to residents of the Wilshire Park neighborhood in Los 
Angeles. In 2018, Ring launched a similar program in Newark, New Jersey, donating 
several hundred devices.10 Ring also has matched municipal subsidies, up to $100,000, 
to reduce the cost of Ring cameras for their residents.11 These programs have been 
criticized for their lack of transparency, for using law enforcement agencies to market 
Ring devices, and for promoting the crime-fighting capabilities of Ring and Neighbors 
without clear evidence.12 
 
Prior to and during our audit, in response to these criticisms and our suggestions, Ring 
made a range of changes to these practices. For example, Ring will no longer 
participate in police sting operations. Ring stopped sharing non-public information 
regarding general location, density, or number of users in a jurisdiction. Ring also 
implemented new protocols around device donation programs that strictly limit the 
sharing of user data with agencies and committed not to donate devices to policing 
agencies in the future. 
 
§ Neighbors Public Safety Service (NPSS) 

Most of Ring’s contact with policing agencies comes through Neighbors Public Safety 
Service—a version of the Neighbors app designed specifically for public safety 
agencies. Via NPSS, public safety agencies can view and comment on public posts and 
can post their own crime and safety information. Unlike a regular user, an NPSS user’s 
post is visible to the entire region within the agency’s jurisdiction, not just a single 
neighborhood. Finally, as part of NPSS, a public safety agency can request that local 
Ring users voluntarily share their videos with the agency, as discussed in detail in the 
next section.13 The total number of agencies on NPSS was not always public, but Ring 
now publishes an Active Agency Map that lists all of the government agencies using 
NPSS.14  
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Use of NPSS has burgeoned. Sixty-two agencies joined NPSS in 2018; 696 agencies 
joined in 2019; 913 agencies joined in 2020. As of December 1, 2021, there were about 
2000 policing agencies on NPSS, including some of the country’s largest agencies, 
such as Austin, Chicago, Dallas, Denver, Detroit, Houston, Los Angeles, Miami-Dade, 
Philadelphia, Phoenix, and St. Louis. During the course of our audit, Ring opened NPSS 
to fire departments, and since has onboarded nearly 400 to date. At our suggestion, 
Ring also is looking into onboarding government social service agencies. 
 
Today, to gain access to NPSS and to use it to post to Neighbors, public safety agencies 
agree to the NPSS Terms of Service. These Terms, many of which were amended 
during this audit, include (but are not limited to): 

• That NPSS is being used for a legitimate public safety purpose; 
• That the agency maintains appropriate access controls on NPSS credentials; 
• That the NPSS user will not post deliberately false or misleading information;  
• That the NPSS user will only use an official NPSS account (not a personal 

Neighbors account) when using Neighbors in their capacity as a public safety 
official; 

• That the NPSS user will include their real name, title, and agency contact 
information; and  

• That Ring has the right to take disciplinary action, such as temporarily 
suspending or permanently banning any user or agency, for any conduct that 
Ring determines to be inappropriate or harmful. 

 
These public terms of service replace earlier Memoranda of Understanding (“MOUs”) 
that Ring asked public safety agencies to sign. The MOUs were criticized for including 
a number of provisions that gave Ring some say over the content of police department 
communications. For example, the MOUs included confidentiality provisions.15 Ring 
told at least one policing agency that “[NPSS] back-end features should not be shared 
with the public, including the law enforcement portal on desktop view, the heat map, 
sample video request emails, or the video request process itself as they often contain 
sensitive investigative information.”16 These agreements also included provisions 
relating to press, social media, and community outreach.17 
 
Ring no longer uses these MOUs and has communicated to agencies that these terms 
no longer are in force. As part of this audit, Ring also has agreed not to include 
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confidentiality provisions in any agreements with public safety agencies. 
 
Although Ring does not receive a direct financial benefit from its law enforcement 
partnerships, there is no question that these partnerships set Ring apart and that Ring 

18believes the partnerships benefit it.  No other smart home-security company provides 
a neighborhood-based crime and safety app like Neighbors. Of the other online 
platforms that focus on neighborhood safety and security, only Nextdoor appears to 

19have a greater number of law enforcement partnerships.   
 
§ Requests for Assistance (RFAs) 

NPSS includes a unique feature that allows public safety agencies, including police, to 
solicit videos from Ring device owners in furtherance of an ongoing investigation. 
 
When this audit began, the process was known as “Video Request.” Police would 
initiate and draft the request. Ring then would send an email to device owners in the 
request area. Only device owners with stored video recordings from the date and time 
requested would receive a Video Request. The request email asked, on behalf of the 
policing agency, if the device owner would like to share video to assist the 
investigation. 
 
During this audit, Ring overhauled the Video Request process, renaming it “Request 
for Assistance,” or RFA. RFA has many of the same characteristics as Video Request, 
but now instead of Ring sending requests to device owners by email, the posts are 
made publicly and transparently. All Neighbors users in the relevant area will see the 
request as a post in their Timeline. Ring also includes every RFA on the agency’s public 
profile. 
 
Ring reports that policing agencies have not raised objections to this change to NPSS, 
and the volume of RFAs and the number of individuals seeing the requests is essentially 
level. Ring has rejected more police requests as agencies adjusted to the new 
specificity requirements (discussed below). Finally, since the switch to RFA, both the 
total number of videos shared with police and videos downloaded by police have 
decreased—although the percentage of shared videos that police choose to download 
has increased.  
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§ The RFA Process 

The first step in the RFA process is for the NPSS user—usually a police detective or crime 
analyst—to create the request that eventually will become a public post. Ring personnel 
review all RFAs before they are posted to ensure that they comply with Ring’s Request 

20for Assistance policies (“RFA Policy”).  
 
This RFA Policy, like the NPSS Terms of Service, was updated substantially during the 
course of this audit. It currently includes a number of requirements, including that the 
RFA has a specific case number, an address associated with the incident under 
investigation, a time range for the video request (up to twelve hours), and the 
geographic boundaries for the request area (a minimum of .025 square miles, and up 
to .5 square miles). The request also must include a brief description of the basis for 
the request—such as the type of incident the officer is investigating—as well as contact 
information to reach the agency directly. 
 
Unless they opt out, Neighbors users receive a notification that an RFA has been posted 
to their Timeline. 
 
Previously, users could opt out of receiving VRs entirely only through an unsubscribe 
link in a VR email or by calling customer service. Now users also can opt out of seeing 
RFAs entirely through the Ring App. 
 
When users see an RFA post, they can ignore it or decide to respond. Policing agencies 
are not told if any (or how many) Neighbors users or Ring device owners receive the 
post, nor how many choose to view it, and Ring never has received a legal request from 
law enforcement for that type of information. This was the case for the Video Request 
process as well.  
 
If a user chooses to respond to the RFA and the user has stored video from the specific 
time frame, the user will be prompted to review recordings and select which, if any, to 
share. If the user chooses to share a video, the requesting police officer receives the 
selected user video, as well as the physical address and email address associated with 
the Ring device and account—this information is shared with the agency to facilitate 
further communication between the agency and the Ring customer. 
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Videos shared with police automatically are saved in the agency’s NPSS account and 
filed by case number. The videos are available for agency personnel to review and/or 
download for the next 30 days and then are permanently deleted from the agency’s 
account. 
 
Once a video is downloaded, it no longer is within Ring’s control. The agency can store 
or share the file according to its own policies. Some advocates have charged that Ring 
was not transparent with its customers about how videos they share via NPSS may be 
retained and used by law enforcement. If these facts were not clear already, then 
changes to Ring’s RFA process, as well as public FAQs, now make clear what happens 
up to the point that an agency downloads the video. After that point, the retention and 
use of NPSS-sourced videos depends on the policies of the particular agency. Neither 
Ring nor Ring device owners have that information. 
 
During the course of the audit, Ring disclosed that in 2021, year-to-date, the nearly 
2000 policing agencies on NPSS downloaded less than 100 total hours of the videos 
shared with them by members of the public. At 45 seconds a video, this would come 
out to fewer than 8000 video clips downloaded by police in 2021. Although these are 
the number of videos downloaded, members of the public shared many more videos 
with police via NPSS. (Ring requested we not publish the precise number.) Police may 
view these videos in NPSS, but if police do not download a video within 30 days, the 
video is automatically deleted and unrecoverable.  
 
 

E.  Law Enforcement’s Use of Legal 
Process to Access Ring Customer Data 

 
NPSS’s Request for Assistance feature is one way that law enforcement agencies can 
obtain videos from Ring device owners, but it is not the only way. As with any company 
that provides remote computing (i.e. cloud) services, Ring can be compelled legally to 
disclose its customers’ data to government entities conducting criminal 

21investigations.  Legal compulsion can take the form of warrants, subpoenas, court 
orders, and national security requests.  
 
In 2020, Ring received about 1,600 search warrants from law enforcement (up from 
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22536 in 2019) and provided a full response in about half of them.  Ring has no 
information on how often the information Ring provided was useful to a police 
investigation. 
 
The circumstances under which Ring legally would be required to disclose customer 
information depends on federal and state law. Ring only will share “content 
information” — including videos generated by Ring devices — in response to a court-
issued warrant based on probable cause (or exigent circumstances). With regard to 
non-content information—such as a user’s name, address, email address, billing 
information, and certain purchase history and service usage information—Ring requires 
a valid legal request that compels disclosure in connection with a criminal 
investigation, but not a warrant.23  
 
The only other instance in which Ring will disclose customer data to law enforcement 
is under certain exigent circumstances recognized under the Stored Communications 
Act. In particular, “Ring reserves the right to respond immediately to urgent law 
enforcement requests for information in cases involving imminent danger of death or 

24serious physical injury to any person.”  Such emergency requests must be sent in 
writing using an emergency request form 25.   
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I.   Benefits & Harms 
 

The primary focus of this audit, as with all our audits, is on the civil rights and civil 
liberties issues raised by the use of a particular technology. We look at these from both 
a legal and ethical perspective. Where we are able, we also speak to the asserted 
benefits of the technology. 
 
This audit differs somewhat from others that we conduct, in that most products we 
evaluate are sold to and used somewhat more directly and exclusively by policing 
agencies. Ring products are sold to private parties, and private parties have the ability 
to use the Neighbors App. But Ring has designed its product, and Neighbors, (a) with 
a link to policing agencies (through NPSS); and (b) in a way that implicates the interests 
of both users and the public more generally. That is our focus. 
 
We use a straightforward framework to begin to analyze issues around policing 
technologies. The goal of this framework is to help us take account of the benefits of a 
technology, as well as the harms. Our framework considers these issues in three steps: 

 
Step 1: Ask what problems are the technology trying to address? What are the 
real or potential benefits? What is the likelihood and distribution of those 
benefits? 
 
Step 2: Identify the harms associated with use of the technology, including not 
only hard monetary costs but also social harms — from inaccuracy and racial bias, 
to invasions of privacy and the chilling of First Amendment freedoms, to 
exacerbating disparities in how different communities are surveilled and 
policed. 

 
Step 3: Determine if there is a regulatory framework—i.e., a set of legal 
requirements or internal guardrails governing law enforcement use—that can 
eliminate or substantially mitigate the costs, so that any benefits can be 
obtained. (We emphasize the word if so as to signal and leave open the 
possibility that the costs of a particular technology are so high, and cannot be 
mitigated sufficiently, that the particular use of the technology should be 

II. 



 

 

 
 

24 
 

Ring Neighbors & NPSS: A Civil Rights & Civil Liberties Audit 

banned entirely. Even in this case, some uses may be permissible, and others 
not.) 

 
Our audits for the most part look at potential benefits and harms, as a full empirical 
assessment of the technology’s actual efficacy (as to its stated goal) would be quite 
labor intensive and beyond our capabilities. And, in particular, our goal is to evaluate 
closely possible harms, in order to offer ways to mitigate or eliminate those harms. 
 
 

Potential Benefits 
 
Ring’s mission is to “help make neighborhoods safer.” We evaluate this mission here, 
while recognizing that most people buy Ring products because they believe it will 
make them and their families, in particular, safer. 
 
One aspect of this stated mission is to contribute to solving and reducing crime. 
Indeed, Ring’s previous stated mission was to “reduce crime in neighborhoods.” In past 
marketing materials, the company has claimed: “With Ring, you can stop crime before 
it happens—no matter where you are. Because with Ring, you’re always home.” 
Although it may be true that Ring cameras can act as a deterrent to crimes being 
committed against Ring device owners, it is not clear whether Ring devices reduce 
crime in neighborhoods overall.  
 
When it comes to surveillance cameras generally, a number of studies have found that 
closed circuit television cameras (CCTV) can be highly effective at reducing crime in 
parking lots and also may deter crime in residential areas.26 Yet CCTV has only minimal 
impact in city centers or in public housing.27 Studies that have found a significant 
impact on crime have found reductions in vehicle thefts, but not violent crime.28 It is 
not clear how these studies apply to Ring devices and Neighbors. 
 
We have seen (and Ring has provided) anecdotal examples of Neighbors and Ring 
devices being used to deter criminal activity or solve crimes.29 The company’s “RingTV” 
webpage features dozens of videos in which would-be thieves have been deterred by 
a Ring Video Doorbell.30 The Neighbors home page also includes a story about a 
community using Neighbors to identify a prolific package thief. Ring devices have 
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captured footage of serious, violent crimes; for example, a Ring device recorded video 
of suspects leaving the scene of a murder.31  
 
But there are no robust studies measuring the impact of Ring devices or Neighbors. 
No agency (at least none that we know of) keeps statistics regarding the number of 
crimes solved via Ring devices or Neighbors. A statistic that Ring frequently cited 
boasts that after a Los Angeles neighborhood was equipped with Ring Video 
Doorbells, the number of burglaries dropped by 55%.32 But a report by the MIT 
Technology Review was unable to verify the results of Ring’s Los Angeles study and 
noted that the following year, burglaries in the neighborhood hit a seven-year high.33 
Public analysis of Ring public safety benefits have found “minimal impact” or “little 
concrete evidence.”34  
 
During this audit, Ring agreed to stop citing data regarding Ring’s impact on crime 
until such data has been verified through independent study. Ring also reviewed all of 
its marketing and social media materials to remove any claims about crime reduction.  
 
There are other possible benefits from the use of Ring’s products and services. In 
recent years, Ring advertising has featured a broader conception of safety. Neighbors 
users can post about issues such as missing persons, lost pets, and stolen property.  
 
Public safety agencies also have used Neighbors to inform citizens about fires, extreme 
weather, and other hazards. It is not difficult to imagine situations in which timely, 
geography-specific notifications—for example about tornadoes or wildfires—could 
make the difference between life or death.  
 
Quite obviously, there is a substantial market for Ring products and for Neighbors. 
These users—law enforcement, fire departments, and members of the public—believe 
they obtain benefits from using the products or the apps. These benefits might be real, 
or they might be perceived—purchasing a Ring device, posting to Neighbors, and 
connecting with law enforcement and others about public safety issues might give 
people a sense of security and control. It is evident millions of users see some benefit 
in using Ring services and products.  
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1 

 

Potential Harms 
 
Over the course of our audit, we considered a range of potential civil rights, civil 
liberties, and racial justice issues arising out of police use of Ring device data, 
Neighbors, and NPSS. In each section below, we discuss the nature of the concern 
generally, and how it might apply to Ring. We then highlight changes Ring has made 
to address these concerns and what aspects of the risk remain. Because many of these 
risks are inherent to policing, mitigating them will depend on the actions of police and 
policymakers, not just tech companies. 
 
             Overreliance on Policing 
Police today often are used as society’s de facto responders to a host of complex social 
problems, such as mental illness, homelessness, substance abuse, eviction, and 
poverty. A great deal of attention of late has been paid to the fact that for these sorts 
of issues, police are not trained to be the ideal responders, and lack the capacity to 
solve the underlying problems.35 In addition, whenever police respond, they bring with 
them the possibility of using force and making arrests.  
 
In some instances, a police response to criminal conduct is appropriate. But for certain 
“low level” offenses — minor drug possession being a paradigmatic example — the risks 
of police intervention may well exceed any benefits. Communities must draw their own 
lines as to what crimes warrant a police response, but social science research provides 
useful guidance. A recent study of misdemeanor prosecutions in Suffolk County, 
Massachusetts, for example, found that prosecuting people for low-level offenses 
makes it significantly more likely for people to reoffend.36 Relatedly, a study in 
Baltimore found that the city’s recent policy of declining to prosecute minor drug 
possession and sex work “led to fewer new low-level drug and prostitution arrests, 
almost no re-arrests for serious crimes for those who had charges dropped, and fewer 
911 calls.”37 That is not to say that police never have a role to play. Rather, we must 
recognize that for some offenses, police enforcement does little to deter the behavior 
and nothing to address underlying causes. 
 
A key issue we evaluated was whether Ring’s devices and services contribute to the 
over-enforcement or counter-productive enforcement of low-level offenses. There are 
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two ways this might occur: 
 
First, policing agencies might use NPSS to request video evidence of low-level 
offenses. There are anecdotal reports that policing agencies have used social media 
platforms to investigate such offenses. In one example, which garnered widespread 
attention earlier this year, an agency used Facebook to crowdsource information about 
a man who shoplifted baby diapers and wipes from a Walmart after his credit card was 
declined repeatedly.38  
 
During the course of our audit, we reviewed several thousand NPSS video requests 
(the precursor to RFA). We found that most video requests from these months related 
to relatively serious property crimes and some violent crimes. The most common 
requests were for footage related to vehicle burglaries and robberies, shootings, home 
burglaries and robberies, and stolen vehicles. 
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We cannot say with certainty how often agencies have used video requests in 
connection with low-level offenses, because approximately 15% of police requests did 
not specify what type of crime was under investigation. A smaller subset of requests 
did not reference any incident under investigation at all and simply asked users to 
submit footage of suspicious activity.  
 
To address concerns about over-enforcement of low-level offenses, Ring has begun 
rejecting RFAs that are not specific enough (for example, that do not contain 
information about the type of incident being investigated). Ring also is considering 
requiring the requesting agency to select an offense type (or types) from a dropdown 
menu. This information then could be collected and made public in aggregated form 
to an agency’s profile. Doing so would provide communities with real insight into how 
their local agencies use NPSS. 
 
Second, public posts on Neighbors might bring low-level offenses to the attention of 
police, which in turn might lead to police enforcement. Police might learn about low-
level offenses directly through the app. When we first reviewed content on Neighbors, 
we saw crime-related posts reporting relatively petty conduct, such as verbal disputes, 
graffiti, public urination, drug use, vandalism, and public intoxication.39 But the ways in 
which users respond to content on the platform might also drive a police response. 
The fact that footage of an offense exists — even a low-level one — can make it more 
likely that individuals will consider the incident a police matter.40 Moreover, social 
media platforms that focus on crime and safety can cause individuals to overestimate 
the level of crime in their neighborhoods, leading to more reliance on police.41 One 
post, which illustrates our concerns about these escalating effects, claimed that two 
individuals used a knife to enter buildings so that they could use drugs (the video only 
depicted a Black man and woman walking up a stairwell). A commenter urged the 
poster to tell the police that the couple was armed and dangerous so that they would 
respond quickly.  
 
We cannot answer whether or how often this potential risk translates into real-world 
consequences. Ring lacks the necessary data to evaluate police response to posts—
Ring does not know how often officers encounter posts about low-level offenses on 
Neighbors, or how often they take follow-up enforcement action. Nor does Ring know 
how often Neighbors posts result in escalation and police contact. Even when it comes 



 

 

 
 

29 
 

Ring Neighbors & NPSS: A Civil Rights & Civil Liberties Audit 

2 
 

to video requests and RFAs, Ring does not know how often potential evidence 
translates into enforcement, arrests, or prosecutions, or for what type of crimes. These 
answers are in the hands of the policing agency and should be captured by data that 
police report to their communities.  
 
Ring has taken some important steps to address the potential risks of overpolicing. By 
making all RFAs public posts and requiring police to disclose the nature of the 
investigation, communities will be able to see if police are investigating crimes that are 
not high priorities. Ring also redefined its post categories to prohibit posts about 
certain low-level criminal activity that does not pose a threat to safety and property, 
including drug use and public urination. Ring also has added community resources to 
Neighbors—for example, contact information for local suicide prevention services, 
homeless outreach, mental health services—so that users will have a clear source of 
information about non-police options. In addition, Ring has ceased actively recruiting 
new policing agencies to NPSS and has committed to onboarding local government 
agencies with a specific emphasis on community safety. Doing so will allow these non-
police agencies to provide a wider range of safety information to communities and 
might encourage Neighbors users to consider a broader range of non-police 
responses when they encounter safety issues. At present, Ring is focused on adding 
fire departments, but we hope in the future Ring might expand to emergency 
management, public health departments, and animal services.E  
 
Ring’s actions in response to our audit are a first step toward transparency and limiting 
police responses in situations in which they would be counterproductive. But as we 
explain below, ultimately what is needed is greater regulation of police reliance on 
lateral surveillance.42 
 
 
    Bias 
Bias in policing is a structural problem. A wealth of research and lived experience 
demonstrates that every aspect of law enforcement — from stops to arrests —
disproportionately impacts people of color.  

 
E We recommended to Ring that they also onboard more community-based organizations in the hope 

that these organizations might broaden the safety conversation on Neighbors.  
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Knowing this, we considered the risk that Ring’s devices and services might be used to 
disproportionately target people of color and other vulnerable populations. Bias is a 
well-documented problem on social media platforms.43 Some have criticized 
Neighbors for disproportionately depicting people of color engaging in harmless 
activity.44 This may result from implicit bias — for example, a wealth of literature shows 
that people often view Black men as more threatening or more likely to be engaged in 
suspicious behavior.45 There also is an unfortunate history of explicit bias — people 
reporting Black individuals to the police with malicious intent.46 A prominent recent 
example was a woman’s racially-motivated call to 911 to report a Black bird-watcher in 
Central Park.47 
 
Ring mitigates potential racial bias on Neighbors through content moderation. As 
discussed above, it moderates all content on the platform, including removing and 
banning hate speech. Overall, Ring’s content moderation process rejects a substantial 
portion of posts.F In this respect, Ring is far ahead of many other social media platforms. 
Neighbors moderators also apply specific rules around the mentioning of race. Race 
only may be mentioned if (1) it is relevant to the incident and is part of a larger 
description to identify the subject of the post, (2) it is in the context of discussing how 
the subject of the post was treated, or (3) it refers to the poster’s own race. During our 
audit, Ring also updated the training it provides its content moderators in order to 
minimize profiling and prejudice on the platform. Ring also implemented procedures 
to suspend or ban Neighbors users with a history of posting problematic content. Still, 
bias can be difficult to weed out — a post may not evidence racial prejudice, yet bias 
may be the reason why the poster identified the conduct as worth reporting. 
 
Ring’s most important changes in this vein have been to eliminate certain categories of 
posts that created greater opportunities for racial profiling. For example, Ring 
eliminated the post categories of “Stranger” and “Suspicious” in order to encourage 
users to describe activities instead of people. Ring also prohibited certain posts about 
behavior that may have an entirely reasonable explanation (e.g., off property 
suspicious behavior, shortcuts, and hiding from police) and other subcategories that 

 
F Ring considers the precise percentage confidential. According to Ring, by far the most common 

reason for a post to be rejected is that it is not “crime and safety” related. For example, in one denied 
post, a user asked: “Who is this guy walking down the street at 2am?” 
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are uncertain or speculative in nature (e.g., potential crime, potential suspect, 
attempted crime). Similar problems can arise when policies agencies seek footage of 
“suspicious” individuals without a description of the suspect or crime under 
investigation. To address this, Ring’s RFA guidelines now require that RFAs contain 
specific pieces of information, including “information referencing an active 
investigation, specifically, the type of incident being investigated.”48 
 
We encouraged Ring to work with outside experts in content moderation to continue 
to strengthen its moderation practices. In response, Ring has engaged the Center for 
Democracy and Technology (CDT). CDT contributed substantially to Ring’s recently 
updated Community Guidelines, though there are additional improvements that Ring 
may well want to consider in the future.G  
 
 
            Transparency 
Transparency is the foundation of democratic governance. Without adequate 
information, the public cannot have informed opinions, and legislatures cannot make 
informed decisions. Technology companies can both hinder and facilitate 
transparency. In the policing context, there are too many examples of the former —
companies sign secret agreements with policing agencies, require non-disclosure 
clauses, or refuse to provide information to the public. But companies also can foster 
transparency between public safety agencies and their communities. 
 
Many critics of Ring and NPSS pointed to problems of transparency.49 There was a time, 
for example, when Ring did not even publish the number of law enforcement agencies 
on NPSS. Ring required agencies to sign agreements with confidentiality provisions 

 
G For example, Ring might consider requiring posters to corroborate claims about crime, so that 

individuals are not falsely accused on the platform. In our review of Neighbors posts, the vast majority 
of crime-related posts showed the subject of the video committing the offense described in the post. 
But there were rare posts in which the user accuses the individual depicted of a serious crime without 
any corroboration. 

Ring might also explore whether to follow platforms such as Nextdoor and Facebook in requiring 
posters to use their real names, in light of studies showing that this holds users accountable, reducing 
bias and increasing civility. See Keum & Miller, supra note 56; Kelly P. Dillon, Rachel L. Neo & Natalee 
Seely, Civil Keystrokes: Examining Anonymity, Politeness and Civility in Online Newspaper Forums 
(2015). 
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and wrote or approved statements issued by policing agencies without disclosure of 
this important fact. 
 
Prior to and during this audit, Ring implemented a litany of policy changes to improve 
its transparency. Ring no longer ask will agencies to sign agreements with non-
disclosure or confidentiality provisions (and has officially released agencies from all 
such previous restrictions). Ring also has committed to publishing all materials it 
provides to NPSS users (e.g., Terms of Service, training materials, and press resources) 
and will disclose all device donation initiatives involving government agencies.50 Ring 
also has brought greater transparency to how policing agencies themselves are using 
NPSS. Ring has created a public profile for each agency using NPSS, which includes a 
range of information about how the agency uses NPSS, including the full text of the 
agency’s posts and RFAs. Ring also generates periodic usage reports for each NPSS 
agency and shares that report with the agency’s NPSS coordinator.H Finally, Ring will 
publish a bi-annual report with information about the number of law enforcement 
requests Ring received (e.g., warrants, subpoenas), the number of customers Ring 
notified about the law enforcement requests, and a breakdown of how often Ring 
disclosed content and non-content information. 
 
These are important changes, but much is still unknown about how police use images 
and videos they obtain via NPSS. Some agencies might use the data in conjunction with 
advanced analytics like facial recognition and license plate recognition. The scope and 
extent of these efforts, however, is presently unknown, outside of press reports 51.  Once 
again, the only way to ensure transparency around these issues is through direct 
regulation of law enforcement. 
 
            Lateral Surveillance and Democratic Governance 
If a policing agency sought to create a network of cameras or license plate readers 
throughout its community, it would be the subject of much political debate. Regulatory 
and budgetary constraints might force the agency to justify the program to 
policymakers. But when police crowdsource from private devices, they can achieve 
surveillance with no cost, no public debate, and no public approval. In this way, lateral 

 
H Because Ring shares the report with the agency’s NPSS coordinator, it is available for public records 

requests. 
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surveillance can undermine the ability of community to have a say in how they are 
policed. 
 
This point is not restricted to Ring; as we discuss in Part III, lateral surveillance is a wide 
reaching and complicated issue, with many gradations. There is little concern about 
democratic governance when individuals reach out to police to share information, 
whether via 911 or via social media. At the other extreme, there are real governance 
concerns when businesses set up CCTV cameras by the hundreds or thousands and 
provide police with direct access — as has happened in cities across the country.52  
 
Neighbors and NPSS fall between these two extremes. Ring does not facilitate direct 
police access to customer cameras. Sending out an RFA is far easier for police than 
going door to door seeking information, but private individuals must take affirmative 
action to share in response. This is not the kind of continuous, bulk, and directly 
accessible surveillance that concerns us the most. 
 
There have been a few reports of police side-stepping some of NPSS’s protections. For 
example, there are reports of agencies subsidizing Ring cameras on the condition that 
users submit all requested footage.53 One agency “loaned” Ring devices to users, 
retaining ownership of the resulting data. Another piloted a program enabling local 
Ring users to share their cameras’ video streams with the agency around the clock.54  
 
We recommended that Ring update its NPSS Terms of Service to prohibit policing 
agencies from enacting programs that provide direct access to Ring customer videos 
or devices, and to ban departments who violate these terms. In response to our 
recommendation, Ring noted that jurisdictions may decide to authorize direct access 
to user devices 55.  This is a fair point. Still, Ring should prohibit agencies from directly 
accessing customer devices unless such access has been authorized democratically. 
We understand that it will be difficult for Ring to enforce this requirement, but reserving 
the right to terminate users and/or agencies on this ground will at least create a 
disincentive for policing agencies to overstep.  
 
Ring has made other changes that facilitate democratic governance: Many of the 
transparency changes discussed above make it easier for the public (including 
advocacy organizations) to hold their agencies accountable. Ring also has committed 
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to not onboarding private security companies, immigration authorities, or federal law 
enforcement onto NPSS precisely because these entities are not democratically 
accountable to local communities. 
 
Ultimately, whether communities choose to do more to govern police use of 
technology is a choice for policymakers. We discuss this in greater detail in Part III. 
 
 
            The Coerciveness of Police Requests for Video 
A central claim of NPSS’s Video Request (VR) and Request for Assistance features is that 
everyone is free to choose whether to share videos with the police. But some have 
argued that “[m]any people are not going to feel like they have a choice when law 
enforcement asks for access to their footage.”56  
 
We examined the voluntariness of VR and found no evidence that these requests are 
coercive. During this audit, prior to the release of RFA, Ring further edited the request 
template to make clear that individuals are not obligated to share video. More 
generally, we suspect that an electronic request is far less intimidating than being 
confronted by an officer going door-to-door in person. In addition, Ring’s change from 
VRs (sent via email) to RFAs (via public posts and push and email notifications for those 
posts) likely will make the process even less coercive. 
 
Still, coercion and inappropriate police requests can enter the process at other points. 
First, we think it essential that police not use NPSS to trick anyone into providing 
information. To help ensure this, Ring now requires police users to commit not to post 
false or misleading information on the platform, and reserves the ability to remove 
agencies that break this rule. Second, it is possible that police could bypass NPSS and 
request footage directly from Ring users. One police captain noted that when device 
owners aren’t responding to VRs, officers will knock on doors asking for Ring footage 
in person.57 (Importantly, officers do not know who receives an RFA; likewise, under 
the old VR process, officers did not know who received a video request.) Some 
agencies have created camera registries to easily contact camera owners who might 
have data relevant to investigations.58 There are reports of agencies requiring Ring 
users who received subsidies to submit videos upon police request.59 
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Ring does not facilitate these programs and Ring cannot prevent them through design 
choices—only regulation can do that. But Ring has taken some steps to mitigate the 
chances that police will use coercive methods to obtain Ring data. Ring no longer 
donates devices directly to police. Ring has implemented stricter controls around its 
remaining donation programs, prohibiting donors from requiring Ring users to share 
footage or access to their devices. Ring also has committed not to provide agencies 
with location information regarding Ring users absent a warrant or subpoena (or 
exigent circumstances).  
 
 
            Surveillance of First Amendment Activity  
Police surveillance of political or expressive activity gives rise to the concern that 
individuals will be targeted for enforcement based on their political beliefs, and that 
people might be deterred from exercising their First Amendment rights as a result. 
These concerns came to the fore when it was reported that the Los Angeles Police 
Department requested Ring footage related to offenses that occurred during protests 
over police abuses.60 
 
The issue is complicated. On the one hand, although the overwhelming majority of 
demonstrations are peaceful, some do devolve into violence or property damage, 
leading to injuries and even death. This was certainly true in the Charlottesville 
confederate statute protest, the march on the Capitol, and some of the demonstrations 
in the immediate aftermath of George Floyd’s murder. Police should be permitted to 
enlist the public’s help in investigating serious crimes that occur at a protest. On the 
other hand, the long history, in the United States and abroad, of law enforcement 
agencies intentionally subverting political movements — and enlisting the public’s help 
to do so — demonstrates the validity of protestors’ concerns. 
 
To determine whether police use NPSS to request video of protests or other First 
Amendment activities, we reviewed all Video Requests from June 2020 (coinciding 
with nationwide protests over police abuses). We found no evidence that this occurred. 
Ring rejected one video request seeking that “the public share any video that may help 
us identify crimes committed or suspects involved in the incidents that occurred on” a 
date coinciding with police protests because the request lacked a case number. 
Agencies did send requests related to crimes that occurred during protests — including 
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one incident in which a vehicle intentionally struck pedestrian demonstrators — 
although these were quite rare. 
 
Minimization policies can help strike the right balance when police seek protest-related 
footage. The LAPD’s June 2020 request was broadly worded, seeking videos related 
to unspecified injuries, looting, and property damage and destruction during recent 
protests. If agencies want video, they should focus their requests on specific committed 
offenses and carefully limit their requests to times and locations in which evidence of 
those offenses might be found. Ring has already implemented geographic and 
temporal limitations on RFAs, as discussed above — an important step. 
 
 
            Invasion of Privacy 
All surveillance technologies impact personal privacy. Some do this by over-collecting 
information that is revealing and intimate, including the contents of our phone 
conversations or emails. Others impact privacy by aggregating vast amounts of 
information, such as license plate readers and data-broker dossiers. The widespread 
use of surveillance technologies can change the way that the populace engages with 
the world at large, chilling people’s willingness to say, write, or do certain things. 
Information collected can be used against individuals and shared in various ways. 
 
Because they are trained on people’s front porches or the area in front of their homes, 
most Ring videos do not capture particularly sensitive information. Most of the activity 
captured on Ring devices occurs in public view — either on one’s own property, on the 
street, or perhaps in a neighbor’s yard.I  
 
Depending on the area and device positioning, however, even surveillance of public 
spaces can potentially implicate privacy. Ring cameras can capture nearby pedestrians 
and vehicles, as well as the driveways, yards, and homes of nearby neighbors. And, 
because Ring cameras are stationary, they can capture these images over an extended 

 
I The use of Ring devices in conjunction with camouflage cases (cases that cause Ring devices to 

appear to be something else — such as bird feeders or potted plants) or in locations where they are not 
clearly visible may well violate some state wiretapping laws. Under Massachusetts law, for example, it is 
a crime to record wire or oral communications unless the subject is on notice that they are being 
recorded. See MASS. GEN. LAWS ch. 272, § 99(C)(1); Glik v. Cunniffe, 655 F.3d 78, 87 (1st Cir. 2011).  
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period of time, revealing potentially personal information. A camera recording the 
outside of a home might, for example, capture “images of our children playing outside 
in our yards, our friends coming to meet us where we live, and our guests arriving for 
gatherings of a religious or political nature, to mention only those of life’s privacies 
around the home that are least likely to cause us embarrassment or even shame.”61 A 
U.K. court recently held that a Ring user’s surveillance of a neighbor using a Ring device 
violated U.K. law.62  
 
Law enforcement knows the value of this type of information. One law enforcement 
agency offered larger subsidies to homes that had “optimal viewpoints” — that is, views 
of the block and nearby residences.63 (Ring had nothing to do with this subsidy 
program.) In places where cameras are ubiquitous, it would be easy for law 
enforcement to gather videos en masse. As one New Jersey commander said: “Our 
township is now entirely covered by cameras . . . . Every area of town we have, there 
are some Ring cameras.”64 
 
Ring has built safeguards into NPSS that mitigate the chance of bulk collection or 
extended surveillance occurring. First, the process relies on obtaining consent from 
individual users, which limits indiscriminate collection of videos. (As discussed above, 
we do not find NPSS to be coercive.) Second, NPSS’s 12-hour limit on requests for 
footage prevents agencies from using the platform to conduct long-term surveillance 
of private residences. Third, the geographic restrictions on requests for footage 
significantly restrict the scope of police surveillance through the platform. We 
recommended Ring investigate ways to deny automatically any attempt to skirt these 
requirements. During the course of the audit, Ring implemented a policy permitting 
police to use the same case number a maximum of two times on an RFA. Ring also 
allowed users to customize the period of time that they retain videos, making it easier 
to routinely delete videos. Ring also has deleted personal information gathered in 
connection with past donation/subsidy programs, ensuring that information will not be 
shared. In addition, Ring has drawn a firm line against granting law enforcement live 
streaming or direct access to a Ring device through NPSS, although at present Ring 
does not prohibit customers from granting police direct access to Ring devices outside 
of NPSS.J 

 
J During the course of the audit, we learned the total amount of video footage downloaded by police 
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            Risks of Self-Surveillance 
As smart home devices with cameras, microphones, and other sensors become more 
and more ubiquitous, they collect information that can be used against customers and 
their families. We call this the risk of “self-surveillance.” In recent years, it has become 
clear that the risk of self-surveillance is far from speculative — there now are examples 
of data from smart home devices being used as evidence in criminal prosecutions.65 
One agency noted that smart devices may contain “valuable data regarding device 
owners’ movements in real-time and on a historic basis, which can be used to, among 
other things, confirm or contradict subject alibis or statements.”66 
 
The idea of self-surveillance as a civil liberties risk may seem a little counterintuitive. 
After all, it is the person being surveilled who installed the cameras in the first place. It 
also can be difficult to understand why society should be concerned about people 
providing evidence of their own crimes. 
 
Still, police access to smart home devices can have profound privacy implications. The 
home is the “area where privacy interests are most cherished in our society,” California 
v. Ciraolo, 476 U.S. 207, 226 (1986) (Powell, J., dissenting), a place where we have our 
most personal conversations and intimate moments. Balancing law enforcement’s 
need for evidence with individuals’ privacy interests is an especially delicate task in the 
context of the home, and depends on what type of data is being accessed, for what 
reason, and what safeguards are in place to minimize the collection of non-evidence. 
 
Ring’s policies regarding law enforcement requests for user data are consistent with 
the requirements of the Stored Communications Act and other applicable law. Absent 
exigent circumstances, the company only will share a user’s video with law enforcement 
upon issuance of a warrant based on probable cause.67 In response to subpoenas, Ring 
will provide only non-content information, such as the device owner’s name, email 
address, and number of devices. Ring also updated its guidelines to clarify that Ring 
will notify users before disclosing their information, including video, absent established 

 
via NPSS. Although Ring has insisted we not publish the total number, we can say that the data suggest 
agencies generally are not downloading videos en masse (although it is possible that some agencies 
are downloading significantly more than others).  
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exceptions.68 Moreover, Ring device owners can choose to enable end-to-end 
encryption, which prevents Ring from accessing or sharing the content of the owner’s 
videos. 
 
These important policies do not, however, obviate the need for regulation of how 
police access smart home devices and under what circumstances. Nearly 70% of 
homes have a smart home device. It is long past time for policymakers to determine 
what circumstances justify seeking a warrant to search smart home devices, and how 
resulting privacy intrusions can be minimized. For example, legislatures might consider 
limiting searches of smart home devices to investigations of serious offenses, and 
could implement minimization requirements — for example, restricting searches to 
times and locations where there is cause to believe that relevant evidence may be 
found. And special rules may be necessary where an agency seeks direct access to a 
user’s account. 
 
 
            Data Integrity & Evidentiary Risks 

Only Ring device owners can share video directly with police via NPSS. By limiting RFAs 
to Ring devices only, Ring ensures the video has not been edited or manipulated by 
the user in any way. This mitigates a serious potential problem around the use of private 
surveillance footage, a problem that only grows more serious with the emergence of 
highly realistic “deep fakes.”69  
 
Although Ring has mitigated the deep-fake problem, there are other evidentiary 
problems it cannot yet address. For example, once an NPSS agency downloads a 
video, it is entirely outside of Ring’s hands. Ring has no way of verifying that the video 
in the agency’s possession is in its original form — in other words, Ring has no way of 
confirming the video’s chain of custody.  
 
We see two options for addressing this: (1) Technical changes — for example, 
embedding hashes, either at the point that a video is uploaded to the cloud or shared 
through NPSS; or (2) Outside partnerships — for example, an integration with an 
external evidence management system that would keep chain of custody information 
and ideally a full audit trail of the agency’s interactions with the video (e.g., when it was 
downloaded by the agency, by whom, whether it has been edited, and with whom it 
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has been shared). From a societal perspective, the latter option might raise its own civil 
liberties concerns — particularly as digital evidence management systems evolve to 
include advanced analytics capabilities such as transcription and computer vision. 
Moreover, agencies may use such systems to store data for months and even years, 
resulting in massive accumulations of data. Ring has committed to exploring solutions 
to this problem, but at present it remains unresolved.   



 

 

 
 

41 
 

Ring Neighbors & NPSS: A Civil Rights & Civil Liberties Audit 

 

I.   Regulation of Police Use of Lateral Surveillance 
 

Public safety is a collaborative enterprise; all members of society can play a role in 
protecting our communities. But how we do it matters. 
 
Lateral surveillance — private individuals observing, recording, and disseminating 
information about other private individuals — has long existed. Nosy neighbors spy on 
neighbors. Witnesses and informants provide information to the police. Law 
enforcement agencies, especially after September 11, have cultivated a culture of “if 
you see something, say something.”70  
 
These practices have both benefits and harms. On the one hand, serious criminal 
investigations rely on people being willing to come forward and cooperate with police. 
On the other hand, something profound is lost when citizen spying becomes a routine 
part of community life, creating fear and distrust with profound real-world 
consequences. Witness, for example, the residents of a college town who called the 
police on a student who was carrying a rice cooker on campus, or the mobilization of 
thousands of online vigilantes against an individual who was (incorrectly) believed to 
have committed the Boston Marathon bombing. (Or think, for that matter, of any 
totalitarian society that encouraged its residents to spy on one another.71) 
 
Regardless of what one thinks about this tradeoff, the reality is that we as a society 
accept a bit of spying as a routine fact of life. But even if we accept analog lateral 
surveillance — witnesses reporting a crime — the digitization of lateral surveillance has 
created something altogether different. 
 
Emerging technologies have transformed our ability to keep tabs on our surroundings 
and on one another. Ring is only one part of this growing industry. Ordinary individuals 
have access to sophisticated surveillance tools to an extent that would have been 
unimaginable only years ago. Cell phone cameras are in every pocket. Cameras also 
can be found on tens of millions of homes; drones and license plate readers are readily 
available; a trove of information about each of us is only a few clicks away. When law 
enforcement taps into these networks, it expands their capabilities massively.  
 

III. 
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The simple fact is that law has not kept up with the technological expansion of lateral 
surveillance. In fact, police reliance on digital lateral surveillance remains largely 
unregulated.  
 
We cannot wait for industry to self-regulate. Ring opened itself up to an outside audit, 
but most such companies have not. More fundamentally, audits cannot stand as a 
substitute for direct regulation of police. And many of the harms identified above 
cannot be fully addressed absent such regulation.  
 
At the least, policymakers should enact sensible regulation of law enforcement’s use 
of lateral surveillance tools. The sooner the better. And given the unique risks that arise 
when police have full and direct access to lateral surveillance, such access should be 
permitted only when democratically authorized — i.e. authorized through legislation or 
rules after ample public opportunity to comment. This regulation should include both 
substantive and procedural protections. 
 
On the substantive front, every community must decide whether and how police are 
permitted to use information gathered from lateral surveillance. Examples of this type 
of regulation might include: 
 

Threshold Limitations: At a minimum, regulators should make illegal any use of 
lateral surveillance for non-legitimate law enforcement purposes, such as for 
personal use queries; to harass or intimidate an individual or group; to identify 
persons engaged in constitutionally-protected activities or participating in a 
noncriminal organization; or to identify persons based on their religious, 
political or social views, race, ethnicity, place of origin, age, disability, gender or 
gender identity, sexual orientation or other classifications protected by law. 
Given the risk that lateral surveillance can lead to overpolicing of low-level 
offenses and divert officer resources from preventing serious crime, jurisdictions 
may well decide to limit the types of offenses that lateral surveillance may be 
used to investigate. 

 
Prohibited Uses: Jurisdictions might decide to prohibit police reliance on 
certain types of lateral surveillance — such as private individuals aiming license 
plate readers at public roads. Why, after all, should private individuals be free to 
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use advanced technologies to track the comings and goings of others and turn 
that information over to authorities? Jurisdictions might prohibit police use of 
certain categories of lateral surveillance, except to investigate only the most 
serious of crimes. Jurisdictions around the country have done this with facial 
recognition technology, familial DNA searches, and wiretaps.72 Jurisdictions 
also may choose to impose more specific restrictions, such as prohibiting certain 
types of real-time or extended surveillance. 

 
In addition to these substantive limits, lawmakers should also consider enacting 
procedural protections on police use of lateral surveillance. Again, the details are up 
to communities and policymakers to decide, but here are a few examples of what might 
be considered: 
 

Warrant Requirements: Short of prohibiting certain uses, jurisdictions can 
require agencies to obtain a warrant before accessing certain types of data (such 
as real-time or extended video data) or to obtain a court order before using the 
data they obtain in certain ways (e.g., using camera data for facial recognition). 
Similar requirements exist in other contexts (e.g., wiretaps), providing additional 
protection where police surveillance poses special risks. Warrants could require 
case-specific facts establishing probable cause to believe that the methods 
sought to be used, in the particular times and locations specified, will yield 
evidence relevant to the crime under investigation. 

 
Mandatory Use Policies: Jurisdictions can require agencies to create and make 
available for public comment a use policy that defines how they will use the 
product or service. That policy should be available to the public. It should 
include: 

§ prohibiting employees, when acting in their official capacities, from using 
products and services not officially authorized by the agency, 

§ disclosure of how the authorized products and services function, 
§ authorized uses and users, 
§ training requirements, 
§ standard procedures, such as requiring officers to inform people of their 

right to refuse to share information, to obtain written consent, and to 
enable people to withdraw their permission (this may include prohibiting 
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subsidy or donation programs that require users to turn over their data to 
police), 

§ specificity requirements, so as to prevent overbroad requests (e.g., 
requests for videos of “suspicious” activity or persons), 

§ prohibiting officers from obtaining information except for public use, 
§ internal oversight mechanisms, such as supervisor approval for certain 

uses and an audit process to ensure officers are complying with the 
policy, 

§ privacy protections, including protocols for data retention and data 
purge, 

§ data security requirements, including protocols to prevent and mitigate 
harm from data breaches, and 

§ penalties for misuse. 
 

Accountability by Design: Jurisdictions can require agencies to use products 
and software that have audit trails built in so that agencies can track: 

§ the name(s) of officer(s) conducting the search; 
§ case number and date/time of incident; 
§ type of incident under investigation;  
§ type and purpose of the search; 
§ search results, including any surveillance information viewed or 

downloaded by the officer(s); and 
§ whether the search produced useful investigative results. 

 
Transparency & Reporting: Jurisdictions can require agencies to be transparent 
with the public about how they are using information obtained from lateral 
surveillance, including through periodic public reports that show how often and 
how much lateral surveillance information was accessed, and how that 
information contributed to criminal investigations. These periodic public reports 
should aggregate and anonymize the information tracked for individual cases 
and also should include summary statistics on the number of searches 
conducted, the type of crime or incident associated with the search, and 
investigation outcomes. 

 
Enforcement: Regulation must come with enforcement mechanisms. In this 
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context, enforcement should include internal disciplinary consequences, rules 
about what happens to illegally-obtained evidence, and redress procedures for 
individuals who are inappropriately subjected to surveillance. There should also 
be consequences for agencies that allow repeat violations of applicable lateral 
surveillance laws or policies. 

 
The size and consequences of lateral surveillance are too solemn to be addressed 
through the good will of companies. The time is now for policymakers to set sensible 
rules guiding police use of lateral surveillance technologies, lest we create the 
infrastructure ripe for government abuse.  
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I.   Summary of Ring’s Changes During This Audit 
 

During the course of this audit, Ring has made over 100 changes. In this Part, we 
recount some of the most significant. 
 
 

Transparency 
 
Transparency is the foundation of democratic governance. Without adequate 
information, the public cannot have informed opinions, and legislatures cannot make 
informed decisions. During the course of the audit, Ring implemented several changes 
to facilitate greater transparency around police use of NPSS. Among these are: 
 

§ Ring made it clearer that law enforcement uses Neighbors in various ways, 
including through posts on the Neighbors app and the Active Agency Map. 
 

§ Ring now publishes publicly NPSS training materials, press resources, and terms 
of service and discloses all donation initiatives involving government agencies. 

 
§ All agencies on NPSS now have an agency profile which includes the full text of 

an agency’s posts and Requests for Assistance, among other information. 
 

§ Ring now requires all RFAs to specify the type of offense(s) under investigation 
and takes measures to ensure agencies provide accurate case numbers for each 
request. 
 

§ Ring has created audit trails for each Request for Assistance which include the 
user’s name and the incident number. 
 

§ Ring now generates usage reports for each agency which includes details about 
the communications of each of the agency’s NPSS users. Because Ring shares 
the report with the agency’s NPSS coordinator, it is available for public records 
requests. 
 

IV. 
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§ Ring now publishes a bi-annual law enforcement request report with details 
about subpoenas and warrants Ring received, whether they were accompanied 
with non-disclosure orders, and how Ring responded. 
 

§ Ring has banned the posting of false or misleading information by NPSS users 
and now requires that police use official NPSS accounts. 
 

§ Ring will encourage policing agencies to adopt a formal internal policy 
governing NPSS by providing those agencies with a model policy drafted by the 
Policing Project. (We expect this model to be available in early 2022.) 
 

§ Ring has agreed to stop citing data regarding Ring’s impact on crime until such 
data has been verified through independent study. Ring also reviewed all of its 
marketing and social media materials to remove any claims about crime 
reduction. 

 
 

Overpolicing 
 
Police today often are used as society’s de facto responders to low-level offenses 
rooted in complex social problems, such as mental illness, homelessness, substance 
abuse, eviction, and poverty. A great deal of attention of late has been paid to the fact 
that for these sorts of issues, police are not trained to be the ideal responders, and lack 
the capacity to solve the underlying problems. In addition, whenever police respond, 
they bring with them the possibility of using force and making arrests. Thus, even if 
behavior is “criminal,” in some circumstances having police respond with force and 
arrests causes great harm and does little to address the underlying problem. During 
the course of the audit, Ring implemented several changes to mitigate the risk that its 
platform will contribute to overpolicing, including: 
 

§ Ring temporarily has stopped actively recruiting policing agencies to join 
Neighbors and shifted to recruiting fire departments. Ring states that in the 
future it will try to onboard other government agencies such as public health 
departments, animal services, and agencies that address homelessness, drug 
addiction, and mental health. 
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§ Ring no longer will donate devices to policing agencies or accept or provide 

financial contributions from policing agencies. 
 
§ Ring no longer will permit its employees to bring Neighbors incidents to law 

enforcement’s attention, nor encourage users to file police reports. 
 
§ Ring no longer will participate in police sting operations. 
 
§ Ring has changed its guidelines to not allow users to post incidents about 

activity that may have innocent explanations — such as opening a screen door or 
mailbox.  

 
§ Ring has implemented a “Stop and Think Screen” which directs users, before a 

post is completed, to consider whether there is an innocent explanation for the 
activities they are reporting, and to ask them to think twice whether the issue 
even warrants neighborhood attention.  

 
§ Ring has given users the ability to turn off comments on their posts. 

 
We have recommended that Ring onboard more government agencies, beyond 
policing agencies and fire departments, and that Ring onboard established non-
governmental community organizations dedicated to public safety. Both present 
logistical challenges in terms of identifying and vetting organizations. Ring continues 
to explore these recommendations. 
 
 

Bias 
 
Bias in policing is a structural problem. A wealth of research and lived experience 
demonstrates that every aspect of law enforcement — from stops to arrests —
disproportionately impacts people of color. This often results from implicit bias — for 
example, perceiving members of a certain race as more dangerous or threatening. 
There is also an unfortunate history of explicit bias — reporting individuals to the police 
with malicious intent. During the course of the audit, Ring implemented several 
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important changes to reduce the risk of bias on its platform. These include: 
 

§ Working with the Center for Democracy and Technology, to strengthen and 
update it content moderation practices. Ring’s updated Community Guidelines 
reduce the possibility of profiling by, among other things, prohibiting 
speculative posts about merely suspicious activity, setting clearer guidelines 
regarding what kind of conduct can be reported, and eliminating certain types 
of posts (e.g., “Suspicious” or “Unexpected Activity”). 

 
§ Ring updated the training of its moderation team to be sensitive to issues of bias 

— they are instructed to reject posts that engage in profiling, make negative 
judgments about a person based upon protected attributes, or that call 
attention to such attributes when they are irrelevant. 

 
§ Ring is implementing procedures to suspend or ban Neighbors users with a 

history of posting problematic content. 
 
 

Coercion 
 
Although some have claimed that individuals may feel coerced to share video with 
police, there is little evidence that this occurs in the context of Neighbors and NPSS. 
Still, Ring has made changes to reduce the possibility of coercion on its platform. 
Among them are: 
 

§ Ring makes clear through the Requests for Assistance process that individuals 
are under no obligation to share video. 

 
§ Ring has updated its NPSS Terms of Service to include a number of terms 

banning coercive tactics, including requiring the agency to maintain 
appropriate access controls on NPSS credentials and requiring NPSS users 
include their real name, title, and agency contact information.  

 
§ Ring no longer donates devices to policing agencies. Regarding other entities 

that receive donations, Ring prohibits entities from requiring individuals to: 
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• Share their Ring video footage with a third-party; 
• Share access to Ring devices with a third-party; 
• Share information captured by their Ring devices with a third-party; 
• Register their Ring device with a third-party; 
• Provide proof or confirmation of Ring device installation; 
• Purchase a Ring video recording subscription or make a purchase of any 

kind. 
 

§ Ring has committed to not providing agencies with maps or location information 
regarding device owners, and has strengthened its obfuscation of the locations 
of posts. 

 
 

Privacy 
 
There are some circumstances in which surveillance, even of conduct occurring in 
public view, can potentially implicate individuals’ privacy interests. Extended 
surveillance, especially surveillance of sensitive locations such as the home, can 
potentially be invasive. So too can bulk or “dragnet” surveillance, where police collect 
data on individuals indiscriminately and without constraint. In light of these concerns, 
Ring has implemented several important changes to mitigate the privacy risks resulting 
from police use of its products and services, including: 
 

§ Ring has made the retention period for videos customizable to give users 
greater control over their data. 
 

§ Ring has deleted all personal information it gathered in connection with past 
donation or subsidy programs. 
 

§ Ring updated its Law Enforcement Guidelines to clarify that Ring will always 
require a warrant or user consent before turning over stored user videos (absent 
exigency exceptions) and that Ring will notify users before disclosing their 
information (absent established exceptions). Ring also clarified that it will only 
provide non-content information in response to subpoenas. 
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§ Ring device owners can now choose to enable end-to-end encryption, which 
prevents Ring from accessing or sharing the content of the owner’s videos. (The 
company began this effort prior to engaging with NYU, but we mention this 
change here as it relates to concerns over privacy and self-surveillance.) 

 
We have recommended Ring consider whether and how to revise its terms of service 
to prohibit users from granting police direct access to their cameras, absent 
democratic authorization. 
 
 

Democratic Accountability 
 
As discussed, the growth of networked lateral surveillance has significant implications 
for democratic governance of policing. Although Ring does not facilitate direct access 
to customer cameras, sending out an RFA is far easier for police than going door to 
door, and in that way, can serve to expand police surveillance capabilities without 
having to go through any democratic process. Ring has made important changes to 
enhance democratic accountability around police use of Ring devices. These include: 
 

§ Ring will not participate in device discount programs unless the program is 
authorized democratically. 
 

§ Ring will not onboard immigration and federal law enforcement agencies, 
because they agencies are not democratically accountable to their local 
communities. 
 

§ Ring has placed a moratorium on onboarding private policing agencies, with 
possible case-by-case exceptions for private agencies that are peace officers 
under state law and subject to constitutional restrictions.  
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